UNCLASSIFIED

1o 796 786

Reproduced
by the

ARMED SERVICES TECHNICAL INFORMATION AGENCY
ARLINGTON HALL STATION
ARLINGTON 12, VIRGINIA

UNCLASSIFIED




NOTICE: When government or other drawings, speci-
fications or other data are used for any purpose
other than in connection with a definitely related
government procurement operation, the U. S.
Government thereby incurs no responsibility, nor any
obligation whatsoever; and the fact that the Govern-
ment may have formulated, furnished, or in any way
supplied the said drawings, specifications, or other
data is not to be regarded by implication or other-
wise as in any manner licensing the holder or any
other person or corporation, or conveying any rights
or permission to manufacture, use or sell any
patented invention that may in any way be related
thereto.



é,3~'.2~7e

Technical Report No. AF-99 (y

PARAMAGNETIC RELAXATION IN DILUTE
POTASSIUM FERRICYANIDE {
| !

by f |

(X =

==

: N

Andreas Rannestad t “CD
D

e~

THE JOHNS HOPKINS UNIVERSITY

CARLYLE BARTON LABORATORY
BALTIMORE, MD.



P. 19, Fig, 2:

24, line 3:

P, 50, Fig. 12:

56, Table 2:

P. 66, line 6:

74, line 2:

76, Line2, 3, 4:

Line 4:
Line 9,10, 11:

84, Table 6:

87, line 6:

94, line 2:

95, line 10:

100, line 1:

ERRATA

Delete "g = 1/2",
For "A" read W".

For "T/0.2T" reads "1/0.2T".
The quantity equal to (0.2T+0.01T "+0, 004T’)"?
is Ti’ not T.

The numbers 3.5%, 0.51%, and 0,24% identify
the samples and are not relative intensities.

For ¥a(v, T)" read “a(v)T".

For "limiting" read "slow".

For "xy" read "t ", for “"yz" read “£°,
for "zx" read "n".

For "i® read "-17,
Delete 'wg'. '¢:'. "y
" l"lv )V,

The matrix element in the first row, third
column, should be *V/2% not *\/2%; and

that in the third row, third column, should
be ®-\/2%, not "-4 /2",

+

t.u.. '|§- + )'o and

o
"
.

Multiply the expression by 'ej

The last formula should read
P *
(| x) = AT x) .

The expression within the magnitude signs
should be summed over i.

The sum should read

T 1o |1 [oFn,-1,m 1) (2,
ik



B 52

e S

THE JOHNS HOPKINS UNIVERSITY
CARLYLE BARTON LABORATORY
BALTIMORE, MARYLAND

Technical Report No. AF-99

PARAMAGNETIC RELAXATION IN DILUTE
POTASSIUM FERRICYANIDE

by

Andreas Rannestad

Program Element Code: 62405454
Technical Area: 760D
Task: 403601

Project Engineer:

1/Lt. W. F. H. Ring, Extension 33222
Aeronautical Systems Division
Wright-Patterson Air Force Base, Ohio

Contract No. AF 33(616)-6753 : December 1962



ACKNOWLEDGMENT

The author wishes to thank Dr. P. E. Wagner of the
Department of Electrical Engineering and Mr. J. M. Minkowski
of the Carlyle Barton Laboratory for their many fine suggestions

and excellent guidance in the preparation of this paper.

He is deeply indebted to Dr. Wagner for the many
illuminating and fruitful discussions and the countless hours of
his assistance in the design of equipment and the conduct of the
experiment. Without Dr. Wagner's excellent guidance this
work would not have been possible. Thanks are extended to
Mr. J. M. Minkowski, Dr. A. Kiel, and other members of the
Carlyle Barton Laboratory staff for many helpful discussions,
and to Mr. J. W. Leight for growing all crystals used in the
experiment. Thanks are also extended to the others members of
the Department of Electrical Engineering Faculty, particularly
Dr. Ferdinand Hamburger, Jr., and Professor Thorstein Larsen,
for making the author's stay here so pleasant and fruitful. He
thanks Mrs. Dolores A. Scholl for her careful typing of the paper,
and Mr. C. M. LaPorte for his accurate preparation of the

illustrations.



The author is indebted to Dr. J. G. Castle, Jr., and
Dr. D. Feldman of the Westinghouse Research Laboratories for
calibrating the temperature sensor. The generosity of the
International Telephone and Telegraph Company in providing the
X-band traveling wave tube, and the helpful advice of Mr. Arnold

Hansen, are gratefully acknowledged.



TABLE OF CONTENTS

ACKNOWLEDGMENT . . . . . . . . . . .
TABLE OF CONTENTS . . . . .

LIST OF ILIUSTRATIONS . . . . . . . . .
ABSTRACT . . . . . . . « « « « « « « &

1. INTRODUCTION . . .
.

Iv.

JHEORETICAL . A_ND__EXEEB.IMENIAL

REVIEW .
A, CRYSTAL FIELD THEORY.
B. RELAXATION EFFECTS
1. General .
2. The Direct Process
3. The Raman Process
4, Remarks . . . o e e
C. EXPERIMENTAL REVIEW ,
EXPERIMENTAL TECHNIQUES AND
APPARATUS . . . . . .
A, GENERAL CONSIDERATIONS . . .
B. TECHNIQUES FOR RELAXATION
MEASUREMENTS
C. APPARATUS . .
EXPERIMENTAIL OBSERVATIONS
A, THE EXPERIMENT
B. RESULTS e e e e
1. Spin-Lattice Relaxation Times
2. Paramagnetic Spectrar e
DISCUSSION . . . . . . ‘
A, LOW CONCENTRATION (0 24%Fe )
B. HIGHER CONCENTRATION

(0.51% to 3.5% Fe3+) . . . . ,
1, Features of the Data . . . .
2. Heat Contact . . . . . . ,

14

15
15
20
20
24
24
25
26

31
31

32
34
39
41
39
39
53
58

61
61
62



TABLE OF CONTENTS CONTD

Page
3. Data Reduction . . . . . . 63
a. General 63
b. Power Series Expansion .: 64
c. Exponential Decay Process 65
4, Interpretation . . . . . . 67
VI. CONCLUSIONS . . . . . . . . . . . 172
APPENDIX 1. THEORETICAL CONSIDERATIONS 75
A, CRYSTAL FIELD SPLITTING . 15
B. THE OSCILLATING CRYSTAL FIELD . 85
1. Lattice Vibrations 85
2. Vibrations of the CLa.nide
Complex . 87
C. SPIN-LATTICE RELAXATION . 90
1. General Consgiderations . . 90
2. The Direct Process 90
3. The Raman Process 96
APPENDIX II. DESCRIPTION OF THE
MICROWAVE SPECTROME . 103
A, THE MICROWAVE SYSTEM . 103
1i. L-Band . 103
2. X-Band . . . 108
B. DETECTION SYSTEM . 109
1. Relaxation Measurements
. 109
2. CW Measurements 111
C. CAVITIES . 111
D. FIELD SWEEP AND
PULSING ARRANGEMENT . 114
E. MAGNET . . . . . . . . 117
F. TEMPERATURE CONTROL . 119
BIBLIOGRAPHY e e e e e e e e . 121




Figure 1:

Figure

2:

Figure 3:

Figure

Figure

Figure

Figure

4:

5:
6:

7:

Figure 8:

Figure

Figure

Figure

Figure

Figure

Figure

9:

9a:

10:

14:

12:

13:

LIST OF ILLUSTRATIONS

Page

Diagram of the Charge Clouds
Associated with the d-Orbitals of

a Paramagnetic ion, and the Associated
Wave Functions, . . . . . . . . 17

The Lo gveat Electronic Enexrgy Levels

for a d” Cyanide Complex. . . . 19
Relaxation Time Versus Temperature
(Paxman (41) ). . . . . . . . . 27
Relaxation Time Versus Temperature
(Bray etal. (12)). . . . . . . . 29
Microwave Spectrometer. . . . . 35

Time Sequence Used for Fast Passage
Relaxation Time Measurements. . . 37

Typical Decay Curve . . . . . . 40

Inverted Line Superposed on the
Equilibrium Signal. e e .. 42

Spin-Lattice Relaxation Time Versus
Temperature (All Data). . ... . . 46

Concentration Dependent Relaxatmq
Rate versus 1/T (all conc. (1/T°K" 47

Spin-Lattice Relaxation Time Versus
Temperature (0.24%). . . . . . 48

Spin-Lattice Relaxation Time Versus
Temperature (0.51%). . . . . . 49

Spin-Lattice Relaxation Time Versus
Temperature (1.0%): . . . . . . 50

Spin-Lattice Relaxation Time Versus
Temperature (1.7%). . . . . . . 51




S

A%

Figure 14:

Figure 15:

Figure 16:

Figure 17:

Figure 18:

Figure 19:
Figure 20:

Figure 21:
Figure 22:
Figure 23:
Figure 24:

Figure 25:

Figure 26:

Figure 27:

Figure 28:

Spin-Lattice Relaxation Time Versus
Temperature (3.5%). . . . . . .

Curved Decay Plot for 3. 5%
Concentration. .

Main Absorption Line.

Relationship Betweén the Orthorhombic

Axes (a, b, c) and the Princ1pa1 Axes
(xl Y’ z) . . .
Relationship Between the Orthorhombic
Axes (a, b, c) and the Two Cyanide
Octahedral Axes (a, B, vy).

Even Modes of Vibration for an
Octahedral Complex. e e

Energy Level Diagram for the
Kramers' Doublets. e e e e

Local Oscillator Stabilization Circuit.
Triode Pulsing Circuit.

TWT Pulsing Circuit.

X-Band Stalo.

Impedance Transformer, Current
Monitor and Blanking Arrangement
for Remanco IF Amplifier,

Synchronous Detection System.

Phase Shifter, Synchronous Detector
and Low Pass Filter. e e e e

Cross Section of L-Band Coaxial
Cavity. .

Page

52

54

57

80

82

89

91
104
106
107

108

110

112

113

115



.

Figure 29:
Figure 30:
Figure 31:

Figure 32:

L-Band Cavity. .
X-Band Cavity.
Field Sweep Amplifier.

Temperature Control.

Page

116
116
118
120



ABSTRACT

The paramagnetic relaxationtimes for the ground state Kramers
doublet of iron present as a dilute substitutional impurity in potass-
ium cobalticyanide have been measured for iron concentrations from
0.24% to 3.5%, over the temperature range 1. 25°K to 4.5°K. Meas-
urements were performed at 1.8 Gc/s and at 8.5 Gc/s. The "Fast
Passage-Recovery" method was used for the measurements, and a
description of the microwave spectrometers and associated equipment

is included.

A review of the relevant crystal field theory is given and in-
cludes a calculation of the energy levels for the three lowest Kramers
doublets. The theory of spin-lattice relaxation is reviewed and com-

pared with the experimental findings.

At low iron concentration the spin lattice times measured at
1.8 Gc/s are found to display a ninth-power temperature variation
over five decades of time, in agreement with the theory of the Raman
process. No change inthe Raman rate is observed between 1.8 Gc/s
and 8.5 Gc/s. At 8.5 Gc/s the linear temperature dependence for the
direct relaxation process is also verified. The theoretical fourth-

power frequency dependence of the direct process is not verified dir-



ectly by comparative measurements at the two frequencies, because
the low frequency rates are dominated by the Raman process, even
at the lowest temperature employed. The frequency dependence
cannot, however, be much weaker than v4 and is definitely larger
than v3.

At higher concentrations, added relaxation mechanisms appear
and are tentatively attributed to: (1) cross relaxation from the main
line to "extra® lines that are observable only at higher concentrations;
and (2) cross relaxation from an isolated ion to ion pairs that are
strongly coupled by exchange. At the highest concentrations a
competing fast process is also observed, but is not fully

understood.,



I. INTRODUCTION

The now familiar phenomenon of paramagnetic resonance is
of relatively recent origin. The first paramagnetic resonance
experiment was performed in 1945 by Zavoisky (1). However,
the closely related paramagnetic relaxation phenomenon was
discussed by Waller (2) as early as 1932, and was first observed
by Gorter (3) in 1936. Casimir and DuPreé (4, 5) then developed
a thermodynamic treatment; Kronig (6) extended Waller's
treatment; and in 1939 - 40a major advance was made by

Van Vleck (7, 8).

Van Vleck, in agreement with Waller, considered two
different relaxation mechanisms: the spin-lattice interactions,
which give rise to the spin-lattice relaxation time T 1 and the
spin-spin interactions, which give rise to the (usually) shorter
spin-spin relaxation time T,. More recently a third process,

termed cross relaxation or spin diffusion, has been added.

Van Vleck and Waller also predicted two different spin-
lattice relaxation processes, one predominant at low temperatures
and the other at higher temperatures; but their interpretations
of the underlying mechanisms were entirely different. Waller (2)
postulated that the relaxation was due to phonon modulation of the

magnetic dipolar interactions between ions, while Van Vleck (7, 8)
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postulated a modulation of the crystalline electric field acting
on the ions. The latter theory is in general accepted as

being correct.

With the development of experimental methods for
paramagnetic resonance measurement, relaxation phenomena
in paramagnetic crystals have been studied more intensively,
both theoretically and experimentally. The recent interest

in solid state masers has also acted as a stimulant.

Most measurements of the relaxation time T, have been
made on systems with complicated resonance spectra, so that
the results are difficult to interpret. In the present work an
ion-crystal combination having only a single resonance transition
was used, namely Fe3+ present as a dilute substitutional
impurity in K3Co(CN)6. Paramagnetic resonance data for
this material have been reported by Baker et al. (9) and
interpreted by Bleaney and O'Brien (10). There is only one line

coming from the lowest Kramers doublet.

Recently the spin-lattice relaxation time for K3 [Fe, Co] (CN)6

was measured at about 9Gc/s by Paxman (11) and by Bray et al. (12).

For crystals with an Fe3+ concentration of more than one-half per
cent, the latter authors found the spectrum to be more complicated
than might be expected. This is presumably due to exchange

between iron ions and possibly to polytypism (13) as well.
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A literature search reveals essentially no experimental
studies of the dependence of T, on frequency. For the case in
point the Van Vleck (8) theory indicates no dependence of 1/T1
on frequency in the high temperature "Raman™ region and a

fourth power dependence in the low temperature "direct" region.

To the author's knowledge, the only really systematic
studies of a frequency dependence in any paramagnetic material
have been made on an entirely different system, namely donor
impurities in silicon, by Honig and Stupp (14), by Feher and

Gere (15), and by Wilson and Feher (16).

In view of this, L.- and X-band microwave spectrometers
were constructed so that temperature and concentration
dependence of T 1 could be examined at widely different frequencies.
To avoid complications due to possible spin diffusion within the
line, as reported by Bray et al. (12), and to be able to test for
evidence of phonon imprisonment (17-21), the "Fast Passage-
Recovery" method described by Castle et al. (19), was chosen
instead of the experimentally simpler "Pulse Saturation-
Recovery® method described by Davis et al. (23) and used by
Paxman (11) and Bray et al. (12).

In keeping with the Van Vleck theory, the author anticipated

a strong frequency variation in the direct region and none in the
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Raman region; however the experimental results were complicated
by a concentration dependent mechanism not contained in the Van
Vleck theory and thus did not fully reflect the expected frequency

variation.

e | g
M g
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I. THEORETICAL AND EXPERIMENTAL REVIEW

A. CRYSTAL FIELD THEORY

The energy levels of an ion situated in a crystal are
modified by the crystalline surroundings. The predominant
interactions in the free ion are the Coulomb forces between
electrons and the nuclear charge and among the electrons them-
selves. These interactions can be divided into two parts, a
spherically symmetric term (Kc), which is estimated from
atomic spectra to be of the order of 105 cm'1, and a non-central
term (__) of the order of 5 - 10> em™'. The spin-orbit
interaction ('KLS) between the electron spins and the orbital
1

momenta must also be added and is of the order of 102 cm”

for the iron group.

The strength of the crystalline field (V) can usually
be treated in one of three limiting cases: the strong field, where
J‘Cc >V> }Cnc; the medium field, :K:nc >V> S'CLS; and the weak

field, X > V. The K3 [Fe, Co] (CN)6 crystal is an example

LS
of the first case.

Crystal field theory has been covered extensively by many
authors (24-28), and will not be reviewed in detail. However, to
provide an understanding of the origin of the ground-state
Kramers doublet in K, [Fe, Co] (CN)6, a simple outline of the

theory pertaining to this case will be given.
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Consider a positively charged paramagnetic ion residing in a near
octahedron of negatively charged diamagnetic ions. Let the central
ion have only one electron in the 3d-shell (£ = 2, s = 1/2).
Corresponding to the (24 + 1) - fold orbital degeneracy there are
five d-orbitals. From linear combinations of the angular functions

for d-electrons, e£1¢Pg(cos 0), eiWP;_ {cos 8), and P;z) {cos 8), one
Z ZX X -y 2z -xz- 2

can form the wavefunctions ’—:-yz, -i-.'-z-, ;'2" —;z——, and for

r
the d-orbitals. The corresponding charge cloud distributions toget-

her with the wavefunctions are shown in Figure 1. For the free
ion the energies corresponding to all the d-orbitals are the same.
When a crystalline electric field of cubic symmetry is added some

splitting occurs; the so-called ™™ orbitals, ’—‘% , z;- , and 3’2‘- ,

2 ' 2%2 2
s ™ . X -y 2z -x" -y s
split away from the "e" orbitals, vA and v . Since
r r

the d-electrons will be repelled by negatively charged nearest

neighbor ions, the negative charge clouds represemnting the orbitals
will avoid negative ions, causing the average energy of the t-orbitals
to be lower thanthat of the e-orbitals in the octahedral

symmetry.

This example was used since it can easily be related to Fe3+

ions in K3Co(CN)6 crystal by substituting (CN)  dipoles for the
negatively charged ions and by realizing that the total spin of Fe3+
in the strongly bound cyanide complex is 1/2. Since one can get

a reduction in energy according to Hund's rule with all spins

parallel, one expects a total spin of 5/2 rather than 1/2 for Fe3+.

——
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However, to obtain a spin of 5/2 two electrons would have to occupy
the much more energetic e-orbitals and thereby more than
compensate for the lowering of energy due to parallel spins. Thus,
the spin is 1/2 and the ground state manifold tg‘io complementary

to t; (Appendix I).

In the iron-cyanide complex there is a distortion from cubic
symmetry which can be treated formally as rhombic. If this
distortion and the spin-orbit coupling are taken together as a joint
perturbation on the cubic field model, one can show that the t-
orbitals split into three distinct Kramers doublets. Kramers'
theorem (29), which demands that a state made up from an odd
number of electrons have at least a twofold degeneracy in the
presence of an electrostatic field of time reversal symmetry, shows
that no additional crystalline electrostatic field splitting can occur.
Because the Zeemman Hamiltonian is not invariant under time
reversal, addition of an e xternal magnetic field will lift the Kramers
degeneracy. Paramagnetic resonance can then be observed

between the split members of the doublet.

The lowest electronic energy levels for a a® iron-cyanide
complex are shown in Figure 2. A more detailed discussion of the

crystal field theory is given in Appendix I.

s it e 1 1y "
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B. RELAXATION EFFECTS
1. General

Paramagnetic relaxation had been observed by
Gorter and other Dutch physicists (3, 30) long before any
paramagnetic resonance had been seen. Relaxation times were
obtained from dispersion measurements performed at audio or
low radio frequencies. Since the apparatus was not very sensitive,
concentrated rather than dilute crystals were used. In addition, the
method could not distinguish between relaxation paths coming
from different transitions in multilevel spin systems. For these
reasons the results obtained cannot readily be compared with
measurements made on dilute paramagnetic substances by
resonance techniques.

Returning now to the iron-cyanide complex discussed
in the last section, one notes that the occupancies of the different
ofatea follow the Boltzmann law

exp (-E/kT)
where E is the energ}, k the Boltzmann constant, and T the
temperature. At liquid heliwn temperatures only the lowest
Kramers doublet is occupied. An applied radio frequency field
induces magnetic dipole transitions between the two states with
equal probability, and, as the lower state has a larger occupancy,

a net absorption of radiation results. This absorption is in fact



-21-

the paramagnetic resonance and can be observed if, for example,
the crystal is placed in a resonant cavity and the reflected power
monitored as the Zeeman field is swept through its resonant

value. Ideally, paramagnetic resonance would show up as a

sharp line; but various mechanisms, for example, the spin-lattice,
magnetic spin-spin, and exchange interactions, give rise to
broadening. In the present study the spin-lattice time was too
long to cause appreciable broadening at the temperatures of

interest, and the other interactions are not the subject of the work.

The spin-lattice interaction gives a perturbed spin sys-
tem a way to relax back to thermal equilibrium. The relaxation
occurs through transfer of energy from the ions to vibrational
modes of the crystal lattice. The spin-lattice relaxation time T1
is a measure of the rate of the process and is defined for a single

transition by,

‘g'i (AN - AN ) = -(1/T) (AN - AN_)

where
AN =n, -n, = population difference between the two levels,
AN =n,,.-n,, = population difference between the two
o 10 720 $181aans
levels at equilibrium,
and
N = n, +n,
If one considers two energy levels 1 and 2 at
equilibrium,
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where W 12 and W2 4 are the probabilities of spin-lattice transitions
from levels 1 -2 and levels 2 -1 respectively. But
10 _ 0 KT _ KT
Mo " °

where "“’1.2 = E1 - Ez; hence

W21 4 f‘“’u *“"12
W-—— = =e Tw =4 - T‘T" ’
12 ™20

since Aiw << kT, for cases considered herein.

By first applying a large radio frequency field pulse
one can make the two populations equal and observe the relaxation
afterwards with a much smaller radio frequency monitoring
signal. If the monitoring signal is small enough to satisfy
W <<W,,, W,,, where W is the radio frequency transition

probability, one can write
h1=-W- n1+W- nz+W21 . nZ-W12~ n,
=-W-nz+W'n1+W12- ni-W21onz
!'11 - flz = 2W (nz - ni) -Z~(W12 “ny - W21 . nz)
=-2(Wyp  my - Woy o mp) = -(Wy, + Wy AN - AN ).
Thus,

-gf (AN - AN_) = -(W,, + W, {ON - 6N_) ,
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so that

1Ty =Wy, +Wy,)

which relates the observed spin-lattice relaxation time to the

appropriate transition probabilities.

As mentioned earlier, two processes give rise to the
spin-la;ttice relaxation time. The first, in which the ion absorbs
a quantum of energy (phonon) from the lattice or imparts a
quantum of energy to it, is called the “direct process™ and is
predominant at low temperatures. In the second process, called
the "Raman process, " the ion absorbs a phonon of one energy
and scatters that of another. Because essentially the whole
phonon spectrum can participate, the Raman process is dominant
at high temperatures.

Recently a new mechaniam, termed the "Orbach
process®, has been introduced (31-33). It can be observed
when the crystal field splitting of the ground state free ion term
is less than the Debye energy, so that phonon induced transitions
can take place directly between energy levels of different
Kramers doublets. The splitting of the ground state manifold
for Fe3+ in K3Co(CN)6, as seen in Appendix I, is probably too

large for this process to take place.
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2. The Direct Process

From first order perturbation theory,

Vool = Z 1T YD 0w,
where |ilt,+ > and |¥, ) are the two states of the Kramers
doublet, and p(v) is the density of states. According to
Kramers' theorem the matrix element must be zero unless time
reversal symmetry is lifted. Addition of an external magnetic
field, which removes time reversal symmetry, will lift the
Kramers degeneracy so that one-phonon relaxation can take
place.

Appendix I, which gives a more detailed review of the
theory, shows that if one considers the orbit-lattice interaction
as the perturbing Hamiltonian and uses wave functions that are
themselves corrected to first order for Zeeman mixing, one
obtains the following relationship for the spin-lattice relaxation
time:

4

1/T,  =av T

iD

where™'is a constant, v is the frequency, and T the temperature.

3. The Raman Process

To second order, use of the Zeeman mixed wave

functions gives the relaxation time

2.7
1/T1R'bv T
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Another second order process can also give a contribution
because of the fact that the absorbed and emitted phonons differ
in energy by the Zeeman energy. In this case, as shown in
Appendix I,

_ 9
1/T1R- cT’.

4. Remarks

Since all of the rate processes are additive,

1/T, = av?T + P17 + cT?

The analogous result for a non-Kramers transition turns out
to be

21 4+ b' T’

|
1/T, =a'v
Two factors of frequency are missing in the "a™ and "b" terms

because thexre is no need to mix states via the Zeeman field. The

"c" term is negligible in non-Kramers salts.

For comparison with experiment it would be
desirable to compute the various numerical coefficients a, b, c;
however, this turns out to be impossible for reasons discussed in
the Appendix.

One should also note that the theory reviewed does
not consider any effects due to the exchange interaction, although

exchange can in principle couple the paramagnetic ion to the lattice
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vibrations (34, 35). Unfortunately there is not enough information
to make any quantitative estimates of this process; however, the
experimental data obtained are very likely governed by some kind
of exchange effect, as will be considered in more detail in

Chapter V.

C. ‘EXPERIMENTAL REVIEW

Since the data obtained by Paxman (11) and Bray et al. (12)
for K3 [Co. Fe] (CN)6 will be compared with the data of the present
work, a short review of their results will first be given.
Paxman (11) worked at a frequency of 9.375 Gc/s .and over a
temperature range 1. 6°K to 4.2°K. His Zeeman field was oriented
along the b-axis of the crystal. He used crystals with Fe3+
dilutions 1.7%, 3.2%, and 6.6%, and found that the relaxation
times for temperatures greater than 2. 8°K were approximately
proportional to T-'7 while below 2.4°K they were approximately
proportional to T-i. A small concentration dependence was also
observed. He concluded that the measured relaxation times were
in agreement with the Van Vleck theory. He also concluded that
the model proposed by Waller (2) and Altshuler (36), in which
relaxation is due to modulation of the dipolar interaction
between ions, did not apply, owing to the large concentration
dependence required by this theory. The results obtained by

Paxman are shown in Figure 3.




" SR e e o e

=27~

( (v7) NVIAX V)

1-1~11'$3853908d (NVWVY) LO3HIONI

oot

JIANILVIEdANAT L SNSYTA ANWIL NOILVXVIdN™ ‘e TENODIA
(o) 3¥NLVHIINIL
0t o¢ 02 o'
N .
‘W | | |
4/4
A</ 9(ND) 94€3%9'9 =0 m
% AN esfu%ze =v | 0 m
?M x HND)OIEN %L = x 3
-4
3, ~
\
o9 ]
/ﬂx AL =
/b *$3SS3908d 193410 w
.
o -
/«de. - Ol “u-
&I@aoo W
" << IOdIQ m



-28-

Bray et al. (12) performed their experiment at 8.750 Ge/s

in the temperature range 1. 6°K to 4.2°K with the H field oriented
in the a-b plane of the crystal. The Fe3+“ ion concentration was
varied from 0.1% to 3.0%. Their results could be fitted by the

empirical relation

1/'1'1 = 5.4T + 0. 0054T

and are plotted in Figure 4. They found no appreciable
concentration dependence. By an adaptation of Van Vleck's
calculation for Ti3+, they calculated the following values for
the spin-lattice relaxation time:

1/T, = 45T + 0.4T°
which, in view of the uncertainties in the calculation, does not
disagree seriously with their experimental findings. They also
concluded that the concentration dependence reported by Paxman
might be due to the "exchange pocket™ mechanism (34) introduced
by Van Vleck. Bray et al. also found that the spectra for the
more concentrated crystals were suprisingly complex, and
showed in one case as many as 57 different lines, .

Soeme experimental studies of the magnetic field

and/or frequency dependence of T, have beenmade (14-16, 20, 21, 35).

With one exception all of these studies were carried out on

entirely different ion-crystal systems, so that the results
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cannot be compared with those obtained by the author. The
exception is a remark made by J. S. Thorp (35). The remark
concerns relaxation in ferricyanide, but it is too brief to be

useful.
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II. EXPERIMENTAL TECHNIQUES AND APPARATUS

A. GENERAL CONSIDERATIONS
The development of microwave tubes for use in radar
made electron paramagnetic resonance experimentation possible.
As microwave tubes and components have been improved over
the years, the early rather primitive microwave spectrometers
have evolved into much more sensitive and sophisticated devices (22).
A microwave spectrometer consists basically of a magnet,
an oscillator, a microwave path through the sample, and a
suitable detector. The sample of paramagnetic material is
usually placed in a cavity of resonant frequency v, and, when
subjected to a magnetic field H and an RF field of frequency v, is
found to absorb RF energy, provided the resonance condition is met.
In many cases, and certainly for Kramers' doublets in moderate

magnetic fields, the condition can be written

hv = gpH
where h is Planck's constant, g the effective spectroscopic splitting
factor, and g the Bohr magneton. The consequent change in power
reflected from the cavity is detected, and the absorption is seen
on an oscilloscope or a recorder. The simplest detector uses a
straightforward crystal rectifier. An improvement in sensitivity

is gained by the introduction of superheterodyne techniques.
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B. TECHNIQUES FOR RELAXATION MEASUREMENTS

The apparatus mentioned above is generally sufficient
for routine electron paramagnetic resonance measurements, but
one usually needs additional apparatus for relaxation measurements.
The simplest experimental technique, termed the "CW Saturation"
method (37), was originally developed for nuclear relaxation.

With this method one measures the magnitude of the resonance
absorption as a function of the microwave power incident on the
sample. An increase in microwave power will tend to equalize
the populations of the ground state Kramers pair, and thus
reduce the net resonance absorption.

From a plot of resonance signal versus microwave
power, one can in principle find the spin-lattice relaxation time.
However, since the nature of the line broadening influences the
results, the deduction of the correct relaxation time can become
rather difficult.

A second method, called "Pulse Saturation-Recovery"
(23), involves the application of an intense microwave pulse at
the resonant frequency in order to saturate the line. After removal
of the pulse a low monitoring signal is used to measure the recovery
as a function of time. This method has many advantages over CW
techniques; however, since the saturation pulse is applied only
at the center of the resonance line, complications may occur with

inhomogeneously broadened lines (38). The saturation energy

T e S NG s, e ny il
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will be applied only to thdse spins whose local fields satisfy the
resonance condition, and spin diffusion to the rest of the line

may occur. In addition, care must be exercised to avoid partial
saturation of the transition by the monitoring signal. Measurements
may therefore be a combination of spin-lattice relaxation, spin-
diffusion, and saturation effects. These effects can usually

be separated if one uses extreme care in taking the measurements.

The technique giving the fewest ambiguities in
interpretation is the "Fast Passage-Recovery" method (19, 39, 40),
in which the magnetic field is held slightly away from the resonant
value and at some time is swept through it. Application of a
microwave pulse concurrent with the sweep will in principle invert
the level populations, provided the pulse is well above the
saturation level and the line is swept through in a time short
compared to the relaxation time, (40). In practice the line is not
always inverted, but at least is uniformly excited. By use of a
delayed field sweep, without the microwave pulse, one can
subsequently measure the signal as it recovers its equilibrium
value.

The main advantage of this method is that microwave
excitation can be applied to the whole line so that spin-diffusion is
no longer a problem. One may also use somewhat larger
monitoring power since the resonant ¢ondition only occurs for
short times. Another advantage is that when inversion is obtained,

a sensitive test for phonon imprisonment (17-21) is provided.
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C. APPARATUS

Figure 5 shows a block diagram of the L-band microwave
spectrometer used in the present work. Both "Pulse Saturation-
_Recovery" and "Fast Passage-Recovery" methods can be used:
however, only the latter was actually employed. With relatively
minor changes in the apparatus, duplicate measurements can
be taken at X-band.

The spectrometer is of the superheterodyne type,
and a synchronous detection system can be substituted to obtain
standard CW spectrometric measurements.

Since the general design is fairly conventional (19, 22},
only a brief description will be given in this section. A more
detailed description of the different components is given
in Appendix II.

The L-band frequency used varied from 1.81 to 1.82 Ge/s.
Since the cavity had no provisions for tuning, corrections could
not be made for this slight change in resonant frequency with
temperature. Since the change amounted to only about 1/2%,

any effect on the results was negligible. Provisions for variable
coupling were made, and a slight undercoupling was used throughout
the experiment.

A similar frequency shift, from about 8.500 to 8.535 Gc/s,

occurred at X-band, but the effect on the results was again negligible.
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Since at X-band there was no provision for changing coupling during
a "run", the coupling was preset at room temperature to obtain
slight undercoupling at helium temperatures.

The cavities, of rectangular coaxial type for L-band and
regular rectangular type for X-band, were made of epoxy resin
and silver plated. A pair of Helmholtz coils was attached to
ealch cavity to obtain the requisite field sweep. A current of 1/4
amp through the coils effected a field sweep of about:50 Gauss.

At both frequencies the monitoring power was usually held

to submicrowatt levels, while the pulsed power level was about
7 watts, as measured at the entrance to the cavity.

The time sequence adopted for the fast passage is shown
in Figufe 6. The duration of the field sweep could be changed
from about 4 to 100 psec in the increasing direction and from
about 1 to 200 psec in the decreasing direction. An upsweep of about
50 to 100 psec was used for most measurements. By observing during
the down sweep, one could measure the recovery at approximately
50 pusec after inversion. Delaying the second sweep allowed
continuous measurements from about 150 psec out to arbitrarily
long times. Pulse power was applied only to every second
pair of field sweeps, and the oscilloscope was triggered so as to

superpose the perturbed line on the equilibrium absorption signal.



-37-

‘SINAWIYNSVIN INWILL
NOILVXVIZY IADVSSVd 1ISVd dOd gdsn IADONINDIS ANWIL ‘9 IYNDIA

¥3MOd (@3103143Y (@)

m m ¥3IMod 3STINd (D)

i "

v

(43MOd SNINOLINOW) ¥3MOd 431031438 @

)
[

T |

—— A AR

IOI

y




-38-

Two complete field sweeps were used to avoid the heat from
current through the coils that would otherwise have flowed
during the interval between inversion and inspection.

The temperature wés altered by pumping on the liquid helium
bath and stabilized by a servo system which added a controlled
amount of heat to the bath. A calibrated carbon resistor
was used for temperature measurements.

During the experiments, it was noticed that when the
liquid helium level had fallen below the cavity one could still
maintain a constant temperature and useful measurements could
be made. At the same time an increase in signal to noise ratio
bya factor of 5-10 was found. This observation suggests that it
is in general preferable to exclude liquid helium from the cavity

and to maintain thermal contact by means of the vapor.
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IV. EXPERIMENTAL OBSERVATIONS

A, THE EXPERIMENT (41)

The spin-lattice relaxation measurements were
carried out in the temperature range approximately 1. 3°K
to 4.5°K. To permit comparison with the data of Bray et al. (12),
the Hj field was oriented in the a-b plane, parallel to the a-axis.
The K3 [Co, Fe] (CN)6 crystals were grown from a saturated
aqueous solution by slow evaporation at a constant.temperature.
The Fe3+ concentrations, as determined from spectrochemical
a,nalysis1 of the actual crystals used in the experiment, were:
0.24%, 0.54%, 1.0%, 1.7%, and 3.5%,

where
3+ _ Number of Fe 3+ ions

%Fe
Number of Feﬂ+Co3Tions

The crystal size was made large enough to ensure sufficient
sensitivity, but small enough to fit well within the Helmholtz coils

and also to preclude possible radiation damping (42).

B. RESULTS

1. Spin-Lattice Relaxation Times

A representative recovery curve obtained by means
of the sequence shown in Figure 6 is shown in Figure 7. The

output of the spectrometer, which is proportional to the deviation

. 1The analyses were performed by Spectrochemical
Laboratories, Inc. Pittsburgh, Pennsylvania.

.
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of the peak absorption from its equlibrium value, is plotted
semilogarithmically as a function of time after inversion. For
this particular curve, an initial (extrapolated) inversion of 62%
was obtained. At temperatures below 2°K it was found that
excessive monitoring power, too rapid an overall repetition
rate and/ or operation in the nonlinear region of the IF amplifier
and detector, resulted in a curved recovery (on semilogarithmic
plots). As a result some caution had to be observed to obtain
data that were independent of these factors.

Figure 8 shows an oscilloscope picture of an inverted
line superposed on the equilibrium signal. The picture was
taken 300usec after inversion in the 1. 0% Fe3+ crystal at
1.36°K. The time base was 20psec per major divieion. The
inverting pulse was applied for 60 psec while the field was swept
through approximately 50 Gauss in 50usec.

All the dat_a obtained for the various samples, at
both L-band and X-b#nd frequencies.‘ are given in Table 1, and
a master plot of log T, versus log T is shown in Figure 9.

The data obtained for the different concentrations are plotted
separately in Figures 10-14. The interpretation given in
the next section is based almost wholly on these plots.
Reproducibility was very good except for a rather large

difference at the very low temperatures for data taken two
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FIGURE 8:

INVERTED LINE SUPERPOSED ON
THE EQUILIBRIUM SIGNAL.
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TABLE 1
Results of Spin-Lattice Relaxation Time Measurements
Concentration Freq. 'I‘emp.(oK,) T 1
0.24%Fe>t  1.8Gc/s  4.26 655  £30 e
4.25 460  £20 s
4.25 460 220 ps
3.12 7.9 £ 0,4ms
2.64 35 + 1.5ms
2.11 310 +15 ms
1.98 680 +10 ms
1.69 2.5 + 0.1s8
1.47 6.5 + 0.58
1.41 9.3 & 0.5s
1.32 16.8 =+ 0.6s
1.32 18.0 4 0.6s
8.5Gc/s  4.25 440 +50 ps
2.00 120 £+ 5 ms
1.52 206 £ 5 ms
1.32 223 + 5 ms
0.51 %Fe3t 1.8Gc/s 4.50 307 #20 ps
4.40 447 220 ps
4.29 463 +40 s
4.22 530 220 ps
~4.20 541 220 ps
~4,20 567 +10 ps
~4,20 577  £10 s
~4,20 593 220 ps
4.19 530 420 pus
4.19 620 20 ps
3.82 1.21 + 0. 1ms
3.44 3.23 £ 0. 1ms
3.11 6.25 £+ 0.1ms
2.77 3.83 + 0.1ms
2.51 37.4 + 2.0ms
1.98 232 + 5,0ms
1.88 530 +40 ms
1.80 650 +50 ms



Concentration Freq.

- 519 Fe >t

1.04%Fe>"

1.7 %Fe3+

% Non-exponential decay; asymptotic time constant (slightly

curved).

1.8Gc/s

8.SGc/s

1,8Gc/s

1.8Gc/s
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TABLE 1 CONTD

. Concentration Freq. Temp. (OK) T,

1.71%Fe " 8.5Gc/s 4.30 400  £20 ps

.30 420  £20 s

4

4

2.62 19 + 2 ms
2.06 66 + 5 ms
1.79 124% +10 ms
1.50 146% 410 ms
1.30 163% +£20 ms
1.28 471%* %10 ms
4.26 400 420 ps
3
2
2
1

.49 2.33 £ 0.1ms
.90 8.8 *x 0.3ms
.12 55 t+ 5 ms
.67 130 t+10 ms

~3.5%Fe3+ 1.8Gc/s

* Non-exponential decay; asymptotic time constant (slightly
curved).
+ Badly non-exponential decay; asymptotic time constant.
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months apart on the 0.51% sample. The experimental error
given is estimated from the uncertainty in logarithmic slopes
of the recovery curves.

Some of the data for the 1.7% and 3.5% samples require
added comment. With the former, slight curvature was en-
countered in the semilogarithmic decay plots at low temperatures,
despite all attempte to adjust the repetition rate, monitoring
power, and receiver gain. The curvature became much more
pronounced with the 3.5% specimen at low temperatures.
The curves were found to be independent of the above variables
over relatively wide limits, so that the effect was evidently inherent.
Figure 15 shows a typical curved decay plot. For reasons
to be discussed below, the asymptotic slope was believed to represent
the genuine spin-lattice time and was the value plotted in
Figures 9, 13, and 14.

The lowest temperature obtained was about 1. 25°K.
It would have been desirable to obtain still lower temperatures
but the capacity of the vacuum pump was the limiting feature. A
somewhat lower concentration would also have been desirable;
however, the signal-to-noise ratio became unacceptably small.

2. Paramagnetic Spectra

Conventional measurements of the absorption

spectra were made on several samples at approximately 1.8 Ge /s
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and 2°K. The same a-axis orientation used in the relaxation

measurements was used in recording the spectra. The

spectra of the 0.51% and the 3.5 % samples are listed in

Table 2. They turned out to be rather complicated. None

of the additional lines, even at 3.5 % concentration, had an

intensity of more than about two percent of that of the main line,.
No additional lines were found in the spectrum of the

0.24 % Fe 3+ sample although lines having peak-to-peak

derivatives 3 X 10'5

that of the main line could have been

seen. With this sample, when the magnetic field was

oriented slightly away from the a-axis, two pairs of lines
appeared instead of just two lines. Each pair represented one of

the magnetic complexes, and the splitting within the pairs is

believed to be due to polytypism, as discussed by Artman,

et al. (13). Figure 16 shows the derivative of the main absorption

line for the 0.51% crystal at 4.2°K and 8.596 Gc/s. This

curve is included only for illustrative purposes and was not

used in the computation of Table 2. None of the satellite structure

is apparent at this sensitivity.



-56-

TABLE 2
Paramagnetic Resonance Spectra of K3 [Co. Fe](CN)6
Crystals (L-band ~ 1. 8Gc/s)

H in Relative Intensit
o) -7—-3571—7-
gauss. 3.5 % 0.51 % . o

240 1.0 ~ 20 gauss wide

280 0. 25

309 0.25

360 1.0

390 2.0

472 1.5

562 1.4074

595 100 Main Line 3.5 % ~15 gauss wide
621 100 Main Line 0.51 %~ 7.5 gauss wide
625 100 Main Line 0.24 %~ 6 gauss wide
642 1.5

725 1.107%

764

828

Peak to peak derivative signal between inflection points,

2. At 0.51 %, some additional lines having absorption derivatives
£10-° that of the main line were seen but their positions
were not recorded,

3. At 0.24 %lines having absorption derivatives 3 X 10'5 that
of the main line would have been observed.
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V. DISCUSSION

A. LOW CONCENTRATION (0.24% Fe>')

The experimental relaxation times obtained at
both L.-band and X-band are plotted versus temi)erature on a
log-log scale in Figure 10, page 48. The X-band results could
be fitted to the empirical relation,

1 =3.27 +0.004T? sec

1X

-1

Down to the lowest temperature of measurement the L-band
results accurately fitted the relationship

-1 9 -1

TiL = 0.004T sec

At the minimum attainable temperature the direct process had
not yet appeared at L.-band. It should also be noted that only
one point was measured in the Raman region for X-band, and
one point was extrapolated from the crossover region. The
latter was obtained by subtracting the extrapolated direct rate
from the observed rate. Since both points agree with the T9
dependence observed at L.-band, there evidently is no strong change

of the Raman rate when the frequency is changed by a factor of

five.




-59-
One may therefore conclude that the predicted T9
dependence in the Raman region is confirmed over five decades of
time at L-band, and is consistent with the X-band results. The
linear temperature variation expected in the direct region is also
consistent with the X-band measurements.

It is interesting to speculate on the frequency shift of
the direct process, that would be expected between 8.5 Gc/s and

1.8 Gc/s. Since

T;;{ = 3.2T sec™ !
v
-l 232 (ZEyt T = 0.0065T sec?!
1L VX

As indicated in Figure 10, this process would have halved the
observed time constant at a temperature of 1. 05°K, and it is
unfortunate that the choice of L-band frequency and the lowest
attainable temperature did not permit observation of the effect.
One can, however, see from the r esults that a dependence much
weaker than v4 is not possible.

Thus, one may conclude that the entire low
concentration study does not contradict the theoretical predictions
and, at least for the Raman region, is in excellent agreement
with theory. One may also add that the author's findings at
X-band agree with those of Bray et al. (12) at 4.18°K (as can
be. seen from Figure 4, page29, but that nearly all other
relaxation times for 0.1% and 0.2% Fe3Jr concentration measured

by Bray et al. are systematically shorter.
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They used the "Pulse Saturation-Recovery® method, and saturation
and/or spin diffusion effects would affect their measnreménts in
the right direction.

A conventional paramagnetic spectrum was taken
of the sample, but, as shown in Table 2, any lines other

than the main transition would have to be extremely feeble.
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B. HIGHER CONCENTRATIONS (0.51% to 3. 5%F03+)

1. Features of the Data

Inspection of Figures 9-14, pages 46-52,
indicates certain qualitative trends in the data that are clear.

In the low temperature region, there appears to be a small increase
in the X-band relaxation rate with increasing iron concentration,
between 0.24% and 1.7%. At L-band there is a pronounced
concentration dependence, the low temperature rate increasing
from values too slow to measure (because of the competing

Raman process) up to values equal to the X-band rate at 1.7 %
concentration.

By the time a concentration of 3.5% is reached,

a non-exponential relaxation is observed and becomes more
pronounced in recovery curves taken below 3. 5°K at L-band
(See Figure 15, page 54). The fast decay rate is of the order
of milliseconds and was subtracted out from the values given
for T,.

There is no evidence of phonon imprisonment from
any of the data. While it was observed that the lines obtained in
concentrated samples were more difficult to invert, consistently
with the imprisonment mechanism, no increase in relaxation
times occurred with increasing concentration, as woﬁd also

be required by this process.
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At higher temperatures, the data can be described qualitatively
as showing a weak decrease in the exponent n of TiR; ~ TR at
concentrations above 0.24%. For example, the L-band data at 0.51% and
1.0% concentrations can be fitted rather well for T = 1, 7°K by
a curve with n = 8. 3. By including the direct process T, ~ T'i,
one can in fact fit all curves over the whole temperature range,
using 8 < n < 9,

Alternatively, one can characterize the Raman data by
adding an extra decay process that appears only above 0.24%
concentration and has a temperature dependence other than T9.
As is discussed below, the author has tried this approach, using

various functions of temperature for the added rate.

2, Heat Contact

It is possible to raise the objection that all data are
distorted by poor heat contact between the sample and the bath.
If the sample were hotter than the surroundings, the measured
time constants would be characteristic of temperatures higher
than the assigned values; moveover the discrepancy would
increase with higher concentrations, because more energy would
be stored in the more concentrated samples.

This argument can be rejected on two counts. In
the first place, inadequate heat contact would be expected to give
rise to a discontinuity in a plot of T1 versus T at the \-point.

This behavior was never observed. Secondly, if the sample were
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heated by the decaying magnetization to a temperature greater
than ambient but more or less constant during a given relaxation
time measurement one would expect a dependence of relaxation
time on repetition rate. The only observed effect of this kind
took place when the magnetization was not allowed to recover fully
between pulses, so that a false equilibrium signal was used for the decay
plots. This effect disappeared at lower repetition rates.
3. Data Reduction
a. General

At L-band, the Raman relaxation rate was

established rather satisfactorily with the 0.24% sample as

;; = 0.004T sec™?,

and one or two spot checks were made at X-band to show that

T

there was no strong frequency shift.

At X-band the low concentration direct rate
was relatively well fixed by data on the 0.24% and 0,51% crystals
as

T]p = 32T,
and the L-band direct rate was too slow to be seen.

The remainder of the data were examined
for an added concentration dependent relaxation rate. Asa

first step, the quantity
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-1

Ti {conc.)L

- 'I’;i - 0,004 T?

was computed for the L-band data, and

-1 -
1 (conc.)

1 9

T T; -0.004T’ - 3,2 T

was computed for the X-band data.
b. Power Series Expansion
In this reduction of the data, the author sought

an added decay process of the form

d(v,f) T + blv, )T ',

where v is the Zeeman frequency and f the concentration. These
particular terms were used instead of a general power series in T for
reasons to be discussed below. Two methods were employed in
finding "d" and "b". In the first, -t

1
log~log scale versus temperature. In the second, functions

(conc.)W2s plotted on a

of the form

4 7 9
T;} =dT + b +0.004T
and
TZ;( = (3.2 + d)T + bT' + 0,004T "

were plotted on the experimental data, using "d" and "b" as
parameters separately adjustable for each concentration and
frequency. The two methods agreed within the accuracy of

either one.

e e e
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’ The curves are shown in Figure 11-14, The constants

. obtained are given in the following table.
£ d(1.8Gc/s,f)| 3.2+d(8.5Gc/s, f)|b(1.8Gc/s, f)|b(8.5Ge/s, £)
0.24% | ? 3.2 ~0 ~0
0.519% | ~0.12 3.2 0.01 0.01
1.0 % | ~0.2 not studied 0.01 not studied
1.7 % 4 4.3 ? 0.01

| 3.5 % | ~4.3 not studied 0.02 not studied

The coefficients of the linear term not marked as approximate

are thought to be reliable with + 10%, while the "b" values are

perhaps good to within a factor of three. It should be noted,

however, that the curves of Figures 11-14 are deceptive, as they

are rather insensitive to the choice of coefficients. One

would demand much more refined measuring apparatus (or much

better statistics) to improve the accuracy, owing to the overriding
9

T’ term

c. Exponential Decay Process

In this decomposition, the data were tested for

a concentration dependent rate,

-1 - A /KT

i Ty (conc) ~ e ’
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as proposed independently by Bloembergen and Pershan,
by Van Vleck, and by Gill and Elliott (35). During the data
reduction it became evident that a universal curve could be

as a function of T for all samples (other

. -1
obtained for Ti(conc. )

than the 0.24% sample) by plotting

-1 -1
1(conc.) ™ Ty

- 0.004 T? - a(yT) - h{v, )
on a semilogarithmic scale versus T'i. In this, a(v)T is the
direct rate at low concentration, so that
a{1.8Ge/s) = 0
and

a(8.5Gc/s) = 3.2

The parameter h(v, f) was rather well established in the data
plots, that is, no reasonable curves could be constructed without it.
The results are shown in Figure 9a, page 47. They can be

fitted by an exponential
-1 _ .5 -20/T -1
1(conc.) ™ 107 e sec .

The values for the additive constant h(w, f) in aec-1 are
h(1.8Gc/s, 3.5%) = 10
h(1.8Gc/s, 1.7%) = 6.8 h(8.5Gc/s, 1.7%) = 1.75
h(1.8Gc/s, 1.0%) = 0.43
h(1.8Gc/s, 0.51%) = 0.22 h)8.5Gc/s, 0.54%) = 0. 15
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In view of the fact that the values of T 1(conc. )

represent
small differences between large numbers of the same order of
magnitude, it is remarkable that the plot shows any systematic
trend at all. To give some indication of the reliability of the data,
the symbol "F® (fair) was attached when the net rate constant

was greater than 20% of the observed decay rate; and "P"

(poor) was used to denote smaller differences.

An attempt to test for a linear concentration dependence

in the coefficient of the exponential term

-1 -A /KT
Ti(conc.) e

was made by dividing the rates by the corresponding
concentrations, but the results were inconclusive, owing to the
large scatter in Figure 9a.

4. Interpretation

From the above analysis one sees that, even after
subtraction of the low concentration direct and Raman rates,
a concentration dependence is present.

Among the various choices for phenomenological
characterization of the effect, three will now be discussed.

In the first, the exponent of the T9 term was taken
to decrease, and the ;_:9_e_f_f_i<_:£x'x_t of the T-1 term to increase, with
increasing concentration. Since there does not appear to be any
straightforward model for such behavior, this approach will

not be pursued.
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In the second method, concentration dependent T7 and T1 |
terms were added to the low concentration rates. To fit the
data both terms must increase with increasing concentration,
and the added T1 term must be much more effective at L.-band
than at X;band. The reason for choosing only the exponents
one and seven was to test a possible model that involved a
concentration dependent decay process. As shown in Appendix I,
both linear and seventh power temperature dependences could
appear. The difficulty here is that the added direct rate decreases with
increasing frequency, while one would expect an increase of at least
the square of the frequency from the phonon density of states alone.
Further speculations were abandoned in favor of the model
presented below.

One model has been proposed by several authors (35) and is

-1

capable of explaining,at least qualitatively, the behavior of Ti(conc )

The model involves the decomposition of T 1
1(conc.

) into the sum of
an exponential function of temperature and a temperature

independent term, as shown in Figure 9a.

1
1(conc.)
with T'1 is consistent with a model proposed by Bloembergen and

The part of T that varies exponentially
others (35). One considers cross relaxation between an .
isolated ion and anearby pair, the latter being strongly coupled

by exchange. If the pair §, 1 gz is in its triplet state, transitions
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aMm(s,, §2) = % 1 will be nearly coincident in frequency with
the main absorption line of the single ion. (The departure
from perfect coincidence would be due only to crystal field

effects). Cross relaxation can therefore be very effective.

Let

the triplet state lie above the singlet by an energy A >> kT, and

let the relaxation rate between the triplet and the singlet be

sufficiently fast to maintain Boltzmann equilibrium among the

populations of the triplet and singlet levels. In view of the
studies of Gill and Elliott (35) and Weber et al. (49) this
assumption is not unreasonable.

Starting from the rate equations one can easily show
that under these conditions

T;1 = (T,

1
1 ) all other processes

+2w xN(A ),

where U is the cross relaxation rate normalized to one ion
and one pair, and N(A) is the number of pairs in the triplet

state, Since

N(3) = N ed /KT

where N is the number of pairs, the relaxation rate of

interest is just

2w_ N e-A /kT
x
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In a private communication J. M. Minkowski has indicated
that an excited pair concentration of the order of 2- 1015/cm3
could give a cross relaxation rate of the order of magnitude
observed at 4°K, with an ion concentration of 1% (2-101%/cm3).
From the slope of the curve in Figure 9a one finds A ~ 15° to
ZOOK, go that on this model a value of N~ 2 . 1017 would
be required.

In using the model one must assume that the effect appears
rather suddenly between concentrations of 0. 24% and 0.51% Fe 3+,
and thereafter displays a dependence on concentration that is too weak
to be revealed in the data. Although the coefficient associated
with the exponential term of Figure 9a was taken to be’
constant, it is questionable whether a variation as fast a; the first
po;ver of concentration could have been distinguished.

The constant term h(v, f) coﬁd well result from residual
cross relaxation between the main line and the ®extra®™ lines
(see Table 2). Such an effect v;rould increase with increasing
concentration and, at fixed concentration, would decrease with
increasir;g magnetic field. Both trends were observed. While the
origin of the extra lines is not clear, they could result from
exchange coupling between more remote neighbors having

A~ hv. There is precedent for this assumption in the work
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of Rimali et al. (48). In this case, as opposed to the one discussed
above, the cross relaxation rate could be limiting, because the
lines did not coincide in frequency with the main transition.

The fast component of the decay curves for the more
concentrated samples could perhaps be due to spin diffusion to the
wings of the main line, as would occur if the field sweep were
insufficient to span them. Indeed, at the highest concentration
the wings were found to be disproportionately broad compared
to the linewidth between inflection points. This explanation,

however, is not very satisfying, as the diffusion time should be

much less than milliseconds at this concentration. A more acceptable

explanation has not been found.

In summary, the concentration dependence of T1 can be ascribed

to a "resonant® cross relaxation process between the main line

and ion-pairs that are antiferromagnetically coupled by an exchange

energy of the order of ZOOK, and to a "non-resonant” cross
relaxation between the single ion line and weakly coupled exchange
pairs. It is of course tempting to assign the strong exchange

to nearest neighbors pairs and the weak exchange to second,

third, etc. nearest neighbor pairs.
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Vi. CONCLUSIONS

The main objective of this experimental study was to
.examine the temperature dependence of T g at different frequencies
in order to test the theory developed by Van Vleck (7, 8), and
in addition to test for any possible dependence of T g on
concentration.

One may conclude that the low concentration results are
consistent with the theoretical predictions, and, at least for

the Raman region, are in excellent agreement with theory. A

9

T’ dependence was observed over five decades of T, at

1.8 Gc/s, and the same results were found at X-band. The
linear temperature dependence predicted for the direct region
was established at X -band, but was not observed at 1.8 Gc/s,
as the Raman process was dominant even at the lowest temperatures
attained. The predicted v4 dependence in the direct region was
not established, but any frequency dependence much weaker
than v4 would have been seen; in fact, the variation definitely
had to be faster than v3. The author feels confident that the
frequency dependence could easily be established by additional
measurements at 3-4 Gc/s or at 12-18 Gc/s.

The data obtained at higher concentrations are much more
complicated than theory would predict, but do not in any way

contradict the theory. The data can be characterized by first
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assuming additive rate processes that vanish in the low
concentration limit, and then plotting the difference between the
observed rates and their low concentration counterparts as

a function of temperature. When this is done a universal curve
is obtained, which fits all data (except those of the lowest con-
centration) with only one adjustable parameter.

While this curve may be deceptive, owing to the scatter
in the data, it nevertheless can be interpreted in terms of
two plausible processes. The first mechanism is postulated to
be cross relaxation to the "extra® lines that appear at higher
concentrations, The second process is taken to be cross
relaxation from an isolated ion to a nearby pair that is strongly
coupled by exchange and is also tightly coupled to the lattice.

A third effect was also observed at the highest concentrations but
was subtracted out from the data. The origin of this process
is not fully understood.

In view of these findings it would seem extremely
profitable to perform the same measurements at 3-4 Gc/s and
above X-band within the concentration range of approximately 0.1%
to 5% Fe3+. It is probable that the v4 dependence of the direct
process can be established directly for the lowest concentrations;

in fact the requirements on concentration might be relaxed
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at higher frequencies, where the direct process becomes faster
than its concentration dependent competitors. In thig respect it
is noteworthy that the fourth-power variation predicted so long
ago has, to the authors knowledge, never been verified for an
iron group or rare earth ion in a diamagnetic host.

Once the direct process has been clearly verified, it
would also be of interest to study the relaxation mechanisms
that depend on concentration in a more detailed way than
was possible with the present apparatus. The role of
exchange-coupled pairs, for example, might be clarified by
a careful study of the absorption spectra, in the manner used
so successfully by the Raytheon group (48, 49) to study pairs

in ruby.

e e
s e o e

|
i i
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APPENDIX I. THEORETICAL CONSIDERATIONS

A. CRYSTAL FIELD SPLITTING

The development of the crystal field splitting
calculations given below is based on the theory developed by
Griffith (27) and the calculations performed by Kiel et al. (12),
with some modifications.

In this section we shall show the origin of the ground
state Kramers doublet. The crystalline field has predominantly
cubic symmetry, which splits the e and t orbitals by about 104cm-1.
One therefore has to consider only the t orbitals. The ground
manifold for octahedral symmetry can be written tsz, in accordance
with the notation used by Griffith (27). Since Fe 3+ has one empty
t orbital and Ti3+ in the same symmetry has one filled t orbital,
the tg

to the filled tg manifold. One may therefore use the much simpler

manifold is complementary to the t; manifold with r espect

t; manifold for the calculations, and, remembering that one really
has a "hole® instead of an electron, change the appropriate signs
at the end of the calculation.
From the angular functions for the d-electrons, e*Zid’Pg(coa 0),
e*i‘ng(coa 6) and Pg(cos 0), one easily constructs the Cartesian
wave functions,
if% , 1 };—; , and E’z‘- for the t orbitals; and

2 2 2 2

2
X Z-Y ’ 2z -;‘ Y for the e orbitals.
T r
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The associated wavefunctions are:

3

Voo=—_(|2,2) - |2, -2))

AV
vyz ;"T('Z )+ |2,-1)) bt orbitals
b = = (12,00 |2, -2))
1
="—°'_'(2’2>+ 2»‘2>)
*xZ_YZ ‘\/2— l '
v, = |2, 0) e orbitals
z

For convenience one uses the following wave functions instead of

the t wave functions:

g*) |2,1, + 1/2)

w(*) |2, -1, £1/2)

|1, £)= ¢, %)

I'ini> = lnld:>

(*) A o(l2,2,21/2) -2, -2, £ 1/2))= |t.2) = L, .
¥y i1/._2_(| | M= [t = 3]t 9

where the signs refer to the spin orientation.

The rhombic distortion and the spin orbit coupling split
the cubic ground state into three Kramers doublets. Since the
magnitudes of these interactions relative to one another are not
known, but both are presumably small compared to the cubic
field, one treats them together as a perturbation. A general
wavefunction, with unknown coefficients, can be written for a

Kramers doublet.
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7Y = Al1,+4) + Blg,, =) +Cl-1,+)
W)= Al-1,-) - Blg,,+)+ C|+4,-)

where (x|¢f+) = i{x|V¥ -)*, for all x. A, B, C are real constants,

2+C2=1.

and Az + B

Assuming that there is a single orbital g-factor, k, that
may differ from unity, as proposed by Bleaney and O'Brien (10),
one has the Zeeman Hamiltonian

3 = pH - (kL + 28)

=p {Hx(ka+ZSx) + Hy(kLy+ZSy) + Hz(kLz+ZSz)}

One should note that covalent bonding in the host crystal is only
considered insofar as it is included in the orbital reduction factor k,
and in the reduction of the spin-orbit coupling factor \. The only

non-vanishing matrix elements of X are

JZk B(C-A)+(2AC-B?)

13 wWhL st s v )

(b3 whLrwst-s) v )

+1 {VZkB(C+A}+(2AC+B%)}
(kL 28 )|¥F)y = = {((a2-c?) + (a2-B%c?)}

and one can write down the Zeeman matrix between the wavefunctions

of the Kramers doublet, as shown in Table 3. This matrix applies

to any of the three Kramers doublets but each of them will have

different values for the constants A, B, and C. The same matrix

can be written down in terms of a rhombic "spin Hamiltonian",

with an effective spin of 1/2:
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X=pH g &= Blg H S, + g H S, +g,HS,),

from which one may calculate g for any arbitrary direction of H.

g =»\Aisinze cosz¢ + g}zr sinze

sin2¢ + gi cosze

The values of A, B, C, and k can therefore be found

empirically from experimental g-values. Baker et al. (9) meas-

ured g = 2.35, gy = 2,10 and g, = 0.915,

The relationship between the principal axes of g and the

orthorhombic axes of the crystal is shown in Table 4, and

Figure 17. Due to the presence of

two magnetic complexes,

K3Co(CN)6 has two sets of principal axes. The right handed

principal axes will be used throughout this section.

414-

-y

¥

¢'+

[a?-c?p(a?-B%+c?) ] pu,

| [/2xB(C-A)+2AC-B?) |
] [VZxB(C+A)+(2aCHB?) ] BH,

MzxB(C-A)+(2AC-B%) 18
-;-E/ZkB(CJrAH(ZAC +B%) Jex,

- [xa?-c?r(a?-B%c?) o,

Table 3: Matrix Elements Between the Wavefunctions
of The Kramers Doublet.
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z,z'¢

RELATIONSHIP BETWEEN THE
ORTHORHOMBIC AXES (a, b, c)
AND THE PRINCIPAL AXES (x,y, z).
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The orthorhombic axes are in turn related to the two
cyanide octahedral axes as shown in Table 5 and Figure 18.

Separating the matrix given in Table 3 into the x, y, and z
components, finding the eigenvalues, and using the spin
Hamiltonian, we have the following relationships between the

experimental g values and the constants A, B, C, and k.

g, =2 [sz(c-A) + (ZAC-BZ)] + (2.35 £ 0.02)

gy

g,

2 [ZkB(C+A) + (2AC+B2)]

+ (2.10 £ 0.02)

2 [kia®-c?) + (a%-B%4+c?)]= £(0.915 £ 0.01)

Al B2 4cl=1

Since one cannot experimentally determine the signs of the
g-values, the above equations do not have a unique solution.
Bleaney and O'Brien (10) found a best fit with experiment by
assuming all g-values negative and using k = 0.875. Using
k= 0.87, Kiel (43) found that for g, and g, negative and gY
positive, the best fit was for A = 0.35, B = 0.86, and C =-0. 05,
One finally has the following wavefunctions for the ground
state Kramers doublet.
v
Vo)

0.35[4,+) + 0.86¢,,-) - 0.05]-1,+)

0.35]-1,-)-0.86[t,,+) -0.05]+1, -).

The spin-orbit interaction k(f . §) has the following non-

zero matrix elements.
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A+ IMLS )[4, +) = = (-1, -IML_S )| -1, -)

(-1, +IML S, ) -1, +) = F = (4, =ML S )]4, -)

_ JZ
Gy -|x(Lxsx+Lysy)|-1,+)_ X4

Jr

z .
A+ ML S AL S DEy, =)= 5= h = 4 - IMLS LS |-ty +))

A= ¢ -(c1.+)|x(Lxsx+Lysy)|-1, -)

Using the energy level for the t orbitals in a cubic field as a

reference, one has the new energy levels, due to the rhombic field, at

Eg = (1/Z)V
|
E = - 1/2 \"A |
= ~(1/2) 1
E =4
g
One may now write down the two conjugate submatrices for the

1

joint spin-orbit coupling and rhombic distortion within the t,

manifold, as shown in Table 6.
The secular equations associated with Table 6 are

(%-E)A+—‘é—2—x3+,}v0=o
—’/Zﬁ_m+(A-E)B+0=o

1
FVA+0+ (-3 -E)C=0 ,

where A, B, and C are as defined earlier and E is the energy
of the ground state doublet lxpi_ ). Using A, B, C as obtained
from the experimental g-values Bray et al. (12) found the
following values for the unknowns E,A, and V(E is of course,

superfluous).
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E\" =2.31
mizz0
-1

VN "= -0.81

Iz» 1o+;‘> Igl ‘%‘) 'zv '1D+‘;‘—>

1 1 1 '
|2,1,+2-) or |2, -1, - =\ ,__2_/2)t %h
ey -%>°r |§.+é> ——“;:x A 0
|2, -1,+%—)01’ 'Zo 10'%) %V 0 -%A

where |¢,,£1/2) = 1|, 1/z)=7;_ (12,281/2) -|2-2, + 1/2))

Table 6: Matrix of the Rhombic Field and the
Spin Orbit Coupling Within t;.

Finally one can write down the determinental equation for the
energy levels, remembering that since one has been working
with the t; manifold instead of the tg manifold, the signs

of \, V, and A must now be changed.

-’_/-%__)\ (-4 -E) 0 =0
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Using \ = 280 em-1 as found by Bleaney and O'Brien ( 40),

Bray et al (12) found the energy levels,

E_ = -640 cm-1
(o]
E, = -110 em™?
-1
E, = 190 cm 7,
which give the energy separations between Kramers doublets,
AiO = 530 cm-1
-1
AZO = 830 cm
B,y = 300 em™!

Thus the ground doublet is well isolated from the others and is
the only one occupied at helium temperatures; moreover the first
excited doublet is separated from the ground state by an energy

that is probably well above the Debye value.

B. THE OSCILLATING CRYSTAL FIELD

1. Lattice Vibrations

The mechanism for coupling the ion to the lattice
vibrations is taken to be the oscillating crystal field, whose
Hamiltonian depends on both the ionic and lattice coordinates.
The theory of lattice vibrations has been considered by many
authors (7, 44, 45); however, since it is basic to the entire
theory of relaxation effecte in crystals, a short summary will be

given.
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The displacement from equilibrium ff(;n), due to the
oscillating crystal field, of an ion "n" of the nearest neighbor
complex, located an average distance ;n from the paramagnetic
ion, can, in the quantized version, be written (44, 45)

o). T [2a]
J

1 (e elny ]

where i:j is the wave vector, :j the unit polarization vector, u)j
the angular frequency, and M the total mass of the sample. The
subscript "j" labels a particular lattice wave, and the phase is
given by § 3 qt and q” are quantum mechanical raising and

lowering operators satisfying the relationship,

+ -
[q y q ] =1
In the number representation, the only nonvanishing matrix

elements of q+ and q  are
+ -
+1 = +1) = /n+T
<nj Iqjlnj> <nj'q‘1|nj ) nj
where n is the occupation number of lattice mode "j". The

frequency of vibration is related to the velocity of sound, \-r'j, by

Vj =wj -l:g-

Since the wavelengths Z-n/ll_c’jl are long compared to the dimensions

of the complex I;n' for frequencies used in this experiment,

> il
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R
k, ' =w — << 1 ,
J n j kj.;:j

and one may use the approximation,

K T
coa(kj-rn-Bj) = kj'rn sin 5j = l:g—}l'- sin 6j
b
Th
u.ﬁm 2hw , 4172 “ T+ - k.7 -
(rn)— jz [Tl] : ej [qj+qj]' l-c.j-\-r.j linGj

= jz anj'w;/z [q§+q3]

where the constants anj do not depend on frequency.

2. Vibrations of the Cyanide Complex

We consider a paramagnetic ion at the center of the
complex of nearest neighbors. Let the Hamiltonian due to the mod-

ulation of the crystal field by thermal vibrations be

1_ oV V. 8V . .
x°= ZFQ;QiJ‘“Z'm;'B'D;, Qi Qut ..y
i, i

where V is the local crystalline potential and the Qi are
vibrational normal modes of the complex (not the lattice), which
are to be regarded as operators. One should note that the cyanide

complex has a center of symmetry, so that one may classify the
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vibrations as even or odd with respect to inversion, and only
the even vibrations need be considered. Another simplifying
factor in octahedra of 6-fold coordination is that only one
vibration of a given symmetry need be considered. The 6 normal
modes which remain are shown in Figure 19. A more complete
discussion is given by Van Vleck (7) and Kiel (45).

The Qis are defined by taking certain linear combinations
of the components U d(;n) of the displacement vector ff(?n)
of the nearest neighbors, that is

Q= T Ch Uy &
nd

which can be written
_ 1/2 [ +, - ]
Qi'zbij‘”j [q +q
J
where

b,. = 2 Ci a_.
ij nd nd "nj
and b, j is not a function of frequency. Due to the orthogonality

of the qju one finds
[ngrtlQylnd 1% = T 15120, [ (ngt1)qiea]lny) |2

where lbij |z has now been averaged over phase and propagation

in the manner given by Van Vleck (8).

e e e e s
- T o .

"
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It |2 2
b,.|” = —>=— (longitudinal)
i 60Mv 1
- rz‘h (transQerse)
80Mvi

Thus apart from any frequency dependence of the n;s, one factor
of frequency is found inthe squared matrix element of the phonon

operators.
C. SPIN-LATTICE RELAXATION

1. General Considerations

The development of the spin-lattice relaxation theory
given below is based on the approach developed by Orbach (32),
with some modifications. Since the dependence of T, on frequency
and temperature in a Kramers salt is the subject of the present
experiment, this section attempts mainly to demonstrate these
features. The exchange interaction, although it is probably
important in explaining the experimental results, has not been
treated theoretically and will not be considered; however, some

discussion will be included in Chapter V,

2. The Direct Process

Considering the system shown in Figure 20, we now
calculate the transition probability for the process in which one
resonant phonon is emitted or absorbed. The appropriate

perturbation formula for emission is
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W= o lnE) 4 v ) v ) 17 o,

where n(E) means that only the phonons with energy E = hv, where

v is the frequency separation between IW;) ‘and N:) , take part

in the transition. The quantity

1
plv) = 4"'V(T A
Ve Vg V avg.

is the density of phonon states. One should note that in
obtaining the above expression for p(v) one has assumed a Debye
spectrum and summed over the two transverse and one longitudinal

modes.

Using the first term in the expansion of H' one has

2
W, —1,.- le N lw >z (EW e .

In the case of thermal equilibrium one may replace nj by its

statistical average, the Bose-Einstein factor

5, = [ h¥/AT_4 ) -1
5j+ 1=[1 -e-hvj/kT]-1

For this particular case only the modes "j" for which vy = v are

to be summed over.

-



-93.

Substituting into the above formula one then has

2 2
(= AR LK g 15 17 - o® [/ ]

Since the states H;) and Ht.:) are time conjugates of one
another, the matrix elements should be zero because "E%Y is
invariant under time reversal. Addition of an external magnetic

field, whose Hamiltonian does not have time reversal symmetry,

will cause admixture of excited states into the zeroth order states.

If one writes,
= pH. (kL + 28)

as described in Section A, the corrected wave functions l;oecome

b= 1vh -BE L 1B v v

=190 BB 1B 1 vy
where ki + 28 has been abbreviated by the operator 3, and the
fact that |y 1) is a Kramers doublet has not been indicated
explicitly. One may now write down the matrix element

between the Zeeman corrected wavefunctions.
DI N by = B gym Y ATRTALTS
+ v |0, ><v| Iv ) I

where one has used the fact that'
+ = O
CHE A I ¥ty =0
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Since one is dealing with Kramers doublets »

]

(x|¢*)=i(x|v¢)?.hence (*=|x>=-<t;|:=> .
Thus |

IR |w>--a<v|3|v><v| |v>

and one may write

e o s e £ S R SN

181w (4| o H RERSALMESIEN |°")"‘|v>
Since both O and oV Hermitian, ha
ce an m; are erm one [ ]
CALITRIEA -2 Iv EREN - Iv RESALIMSE
Hence one may write the simplified expression :
CAE-\4 |v y = - 2BH . s |v1 X4, 180v} :

Thus, the transition probability becomes

-1

Wa et 3?51‘21‘ vlz i Yol ” D 18D A 5[_ -hv/kT]’

where the two additional factors of v come from the Zeeman

perturbation, and the g value to be used is that of the ground state.

For the reverse process W

- 4 Ome gets the same

expression except that

n(E) = [ehv/kT_1 ] -1
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appears instead of n(E) + 1. But the measured relaxation time
is .
1/T, =W o tW

- - ->+’

which is proportional to

2n(E) + 1 = [ ehv/kTH] [eh"/kT_i] -1

For the frequencies and temperatures used in this experiment,

hy << kT, so that

2n(E) + 1 = 2kT /hv

Thus
1/T a.81|’1'2k \'A ' H . -I avw y ¢ |6|¢'+)|2 4T
1D ;5.7 ' M'eH "'o,a—Q'i' 17 ¥y oIt

where D indicates the direct process. Since the matrix elements
are not a function of frequency and temperature, one has the
important result (8, 32)

1/T, = av?T
In this expression, two factors of frequency and one of temperature
came from the phonon matrix elements, while two powers
of frequency came from the (required) Zeeman mixing of
Kramers doublets.

Unfortunately, reliable calculations of the coefficient

"a® cannot be performed since the wavefunctions of the excited

states are not known; moreover the result depends critically on
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parameters that are not accurately known, namely on the
velocity of sound and the splitting between different Kramers
doublets. By analogy to the case of Ti3+ in alum, a rough
numerical estimate can be made by using the appropriate
matrix elements calculated by Van Vleck (7.8). This was done

by Bray et al. (12) who arrived at the result, (for v = 8.7 Gc/s)

- -1
1/T1D- 15T sec™ .

This value should not be taken too seriously because Van Vleck's
matrix elements cannot really be carried directly over to the
present case.

One may add that for a non-Kramers salt direct transitions
would have been possible between the two lowest energy levels,
without admixture by the Zeeman field. From the development

one can éasily see that this would have given the relationship,

2 v
1/T1D veT .

3. The Raman Process

For the direct process the interaction Hamiltonian
was expanded only to terms linear in Qi and was used with first
order perturbation theory. In the Raman process there are two
possibilities. In the first the term linear in Q is used with
second order perturbation theory, and in the second, the term
quadratic in Qi is used to first order with Zeeman-mixed wave-
functions. In both cases one finds the creation and destruction
of two phonons whose difference in energy equals the splitting

of the participating spin state.



”

-97.

Using the term linear in Qi with second order perturbation
theory, one may write down the following matrix element, (neglect-

ing the highest Kramers doublet):

(¥ gompm [H'§ ymlmd) =

1 - 8V v +
S mren (Vgmemlgn Qyl4y nnd) (4l g lgg.0, 145 npmld ;
I A
where E:), E' are the total energies of the initial and intermediate
states. Before developing this matrix further one can write down
the different posesibilities that satisfy the restriction that energy

must be conserved. For a Raman process,

ni = ni-i nl'< = nk+1 hv_i-hvk=hvo= gPH
ni' = ni+1 nl'( = nk-i hvk-hvi=hv°=gﬁH

are the only possibilities. In these cases one phonon is created
and another is destroyed. Since v;> v, and Vi > Y for the first
and second cases respectively, one sees that they are really the
same, and only one of them has to be retained.

Using

= o 1 -
ni—niti n} nk+1 ,

one may write down the simplified matrix element,
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(¥ my, |H|¢ on-ln ) =

z {m )(* l H )(* l H‘ )(nilQ ln 1) (nklo |nk+1>
. 2
1
(o)

Taking the time and transposed conjugate of the matrix element

<w| |v><¢| |w>
and demanding it to be Hermitian, one finds that

CNEAL |w><w1| |w>--<w| |w><v1| |w>

In spite of this change of sign, the sum will not vanish, due to
the difference in energy denominators (*Van Vleck cancellation®)

(32). The denominators can be rewritten,

+ . gH
Ey-Ey - hvy = -84 + (g,-8y) 5 - hyy

o +

4+

-E = gH
o Eq thvy =-8;0 + (g tgy) 5 + by

E

Hence

- +
(Wo,ni. nk|H'|Wo.ni-1,nk+1) =

h(v.+v, )
2 |m-|w ><¢ l |w )(n, |Q |n;-1)(n, |Q, |n +1>{ v_vli__}

it A chv.hv
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where
h(vi-vk) = g PH

has been used (energy conservation), and
gOBH, giﬁH << hvi

is assumed. On making the substitution

Q=% b, wl/? [ +a ]

j m jm "m
1/2 1 _+ -
Q=% b w4 +ag ]
and summing over m,n one finds

(g ln;-1) = by, w}/Z a1/

(ny |Q [0y +1) = by w f/"‘J%“

so that

( w;. "i'nle'l'l':' ni-i,nk+1.) =

h(v +v )
A2, /z 1
}j(w I Im(m Iw LIRS = 7 4—7—_;27:-
At this point one assumes that the Debye energy k@ is small
compared to 4,,, 80 that hzvivk << AiO' Also the difference

between vs and v, can be neglected, and one can sum over all

possible Vi Vi

—— e
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2 IMP Ivixv | lv 2 (k2
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where the density of states has been put in twice (once for i

and once for k), thermal equilibrium occupation numbers

have been used, and the bi'js have been replaced by their average
values, as was done for the direct process. Assuming, as before,
that W =W , one has the expression for the spin-lattice

+-> - - =+
relaxation time,

42 4.2 Ok/h -2
8n hriv ,8 hv/kT [ e1w/1<'r_1] q

1/T =

R T ) Y
X2 ¥, 13 lw RUA P4 Iw 1%

it

where R indicates the Raman process. At low temperatures
T <<@©, and one may make the approximations:

e&/h -+

Jhv/kT [ehv/kT_ ’ ] o ohv/kT
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and the standard integral
oo

In - f vne_hv/kT dv = n! (kT/h)n+1
)

can be used. For the present case n = 8, and the relaxation time is

given by

ar 42 4 )
1/Tm=§;%§1"rffo—- N QALY (;)9IE<W°|8‘%";'|W:)<WI|'&%% lvo12- ™

1

Since the matrix elements are not a function of temperature and/or
frequency, one has the important result (8. 32).

Using the term quadratic in Q with first order perturbation
theory and the Zeeman corrected wavefunctions given in Part 2,
one may perform an analysis similar to that used for the

direct process. This leads to the following relationship for

the relaxation time

-y 2 7
1/'r1R veT

For a non-Kramers salt, the T9 term is negligible and the T7
term is no longer a function of v because transitions are
possible without Zeeman mixing.

Orbach (32), in referring to the vZT7 term, concludes
that is may have considerable effect on the relaxation time

if the excited state Kramers doublets are close to one
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1

another ; but in the present case 4,, = 300cm’  >> kT, so that

the va7 term is probably negligible.

The possibility of making numerical calculations of the
Raman relaxation time is even smaller here then was the
case for the direct region, due to the increased dependence
on the velocity of sound and the crystal field splitting, the
lack of knowledge of the excited state wavefunctions, and the
added complication of two possible mechanisms. By using
the analogy to Ti3+, Bray et al. (12) performed a rough
numerical estimate and found,

1 g = 0.01to0 0.1 sec”? (degrees K)"9 .

Typ - T
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APPENDIX II: DESCRIPTION OF THE MICROWAVE SPECTROMETER

A. THE MICROWAVE SYSTEM

1. L-Band

A block diagram of the L-band spectrometer is
shown in Figure 5, page 35. The microwave circuit is self
explanatory except for certain features which are described
below.

A General Radio Unit Oscillator (type 1218-A), which
used a 5675 pencil triode as its oscillator tube, served as the CW
oscillator. The frequency range was 0.9 - 2.0 Gc/8 with an output
power of approximately 200 mw into a 50 ohm load. The frequency
drift after two hours of operation was quoted to be 2. 10"7 I.’er
minute,

A 6BM6 klystron in an AMERAC type 198-A cavity
was used as a local oscillator. The frequency range was 0.9-2.1
Gc/s, and the output povw;er, 50-100 mw.

The local oscillator was "locked" to the CW oscillator
with a Hallicrafters SA-27A FM receiver usedasan IF amplifier'
and discriminator, followed by a DC amplifier whose output was
applied to the reflector of the klystron. A schematic of the DC
amplifier is shown in Figure 21.

Because the IF frequency inthe spectrometer was close

to the sound carrier of television Channel 2, it was necessary to
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realign the IF amplifier to 63 Mc/s, where the interference was
found to be small. |

A 2C36 triode in an AMERAC type 192B5 cavity was used
as the driver for the pulse power. The output power was
approximately 100 mw in the frequency range 1.5 - 1.9 Gc/s.

A schematic of the pulsing circuit is shown in Figure 22.

The output from the pulsed triode was amplified in an
ITT traveling wave tube amplifier (type F6868), with a nominal
output power of about 20w in the frequency range 1.8 - 2.4 Gce/s.
The traveling wave tube was also pulsed by applying approximately
450 volts to its current controlling electrode. The pulsing
circuit is shown in Figure 23. A 25 volt power supply and a
IN649 diode were provided to allow adjustment of the bias voltage
on the traveling wave tube for minimum helix current in its
"on® condition. A separate pulsed source, rather than the CW
oscillator itself, was used to obtain pulse power, due to the
relatively large leakage through the traveling wave tube amplifier
in its "off™ condition.

To be able to reduce the power incident on the mixer
crystal and IF amplifier during the pulse, a bucking arrangement
was used. The microwave circuit consisted of a 3db bidirectional
coupler, a variable attenuator, and a sliding short circuit. A
similar bucking arrangement was used in the CW monitoring circuit,
to allow separation of absorption and dispersion. Here, a 15 db

bidirectional coupler was used.
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A Hewlett-Packard UHF Signal Generator (Model 614-A)
could be coupled into the microwave circuit at various places for
purposes of aliganment.

2. X-Band

The stalo circuit shown in Figure 24 was used as the
CW oscillator and as a driver for the pulsed power. Part
of the output from the traveling wave amplifier tube (ITT type
D-2037) was fed back to the input through a DeMornay Bonardi
transmission wavemeter (type DB6-715-3). With proper
adjustment of phase and attenuation, oscillation was obtained. The
frequency stability of the systemm was not measured, but was

found to be adequate.

—- l —wq P T OUTPUT

TRANSMISSION
CAVITY

[ Prase |
SHIFTER |

FIGURE 24: X-BAND STALO,
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A Varian X-13 klystron was used as a local oscillator and
was "locked® to the CW oscillator with the same arrangement used
for L-Band. An additional X-13 klystron could be coupled into
the microwave circuit for purposes of alignment.

An ITT traveling wave amplifier tube, (type F 6996),
with an output power of approximately 10w in the frequency range
8.0 - 9.6 Gc/s, was used for the pulsed power.

B. DETECTION SYSTEM

1. Relaxation Measurements

At L-Band the microwave power was detected with
a1N21 F crystal in an unbalanced mixer (a 1iN23 E crystal was used
at X-Band). The output of the mixer was fed through an impedance
transformer and current monitor to an IF amplifier, as shown
in Figure 25. A Remanco model R-610 IF amplifier with a
nominal noise figure of 2db was used. Despite the microwave
bucking circuit mentioned earlier, the intense microwave pulse
saturated the IF amplifier, and recoveryto full gain required
upward of a millisecond. To reduce the reconex.'y time, a blanking
pulse was introduced into for the cathodes of the first, second,
fourth, and fifth tubes of the amplifier. It was found that the
best result was obtained with simultaneous blanking of the second

and fourth tubes. With this precaution the IF amplifier recovered
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long before the first measurement (~ 50 microseconds after
inversion) could be taken. The blanking circuit is shown in
Figure 25.

The output from the IF amplifier and second detector
was passed through a low-pass filter to the display oscilloscope.
A Tektronix 585 oscilloscope with a 53B or type H wide band

plug-in preamplifier was used.

2. CW Measurements

A block diagram of the system used for conventional
CW measurements of absorption spectra is given in Figure 26.
Schematic diagrame of the components are given in Figure
27. Since this system was entirely conventional it will not be

discussed further.
C. CAVITIES (46)

The cavity used at L-band was of rectangular coaxial
type and was made of Hysol 4285 cast epoxy resin and silver
plated (47). In this way the rapid field sweeps required for
inversion could be obtained without significant eddy current losses.
To reduce helium bubbles in the cavity while at the same time
allowing good circulation of liquid helium around the sample,

a shaped insert of foam was used to divert the bubbles away from
regions of strong E field and out through holes cut inthe cavity

walls.
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A pair of Helmholtz coils was attached to the cavity
to obtain the requisite field sweep. A current of 1/4 amp through
the coils effected a field sweep of about 50 Gauss.

The cavity was resonant at 1.82 Gc/s at 4°K and had
provision for variable coupling. A cross-section of the cavity
and Helmholtz coils is shown in Figure 28, and a photograph of
the cavity is shown in Figure 29,

The X-band cavity, of rectangular type, ‘was operated
in the TE, 5, mode and was made of the same material and treated
in the same wayasthe L-band cavity already described. The
cavity was resonant at 8.535 Gc/s at 4°K, and had provisions
for variable coupling; however, the coupling could only be changed
when the cavity was outside the cryostat. Figure 30 shows a

photograph of the X-band cavity.
D. FIELD SWEEP AND PULSING ARRANGEMENT

The pulsing arrangement is included in the block diagram
of the spectrometer shown in Figure 5, page 35. Since most of
the apparatus and circuits ueed were conventional, only a brief
description will be given.

A Tektronix Type 162 waveform generator was used as

the master synchronizing pulse generator. The output was used

o e,
™ otz
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FIGURE 30:
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L-BAND CAVITY.

X-BAND CAVITY.
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to trigger a Tektronix Type 161 Pulse Generator, used as a
delay circuit, and also the display oscilloscope. The delayed
trigger was fed through an N/2 divider to a Rutherford Model B-7

Pulse Generator. A Tektronix Type 163 Pulse Generator was

used as the driver for the TWT pulsing circuit of Figure 23.

Another Tektronix Type 463 Pulse Generator was used
as the field sweep driver and was triggered through an "or" gate,
first by the master synchronizing pulse generator and second by
a delayed trigger from the oscilloscope. The output of the unit
was fed through an inverter, emitter follower, and a commercial
constant current generator, to the field sweep amplifier. A
schematic of the field sweep amplifier is shown in Figure 31.

In most cases, time was measured by means of
the "delay ti.me'-‘ calibration of the 585 oscilloscope. This
instrument had been calibrated within the last year by the
manufacturer. For spin-lattice times exceeding 10 seconds,
time was measured from the repetition rate of a Tektronix type 162
waveform generator. This time base agreed with that of the

oscilloscope to within 2%.

E. MAGNET
A Varian 12 inch Electromagnet (Model V-4012-3B)
was used for the Zeeman field. The magnet was calibrated with
a nuclear magnetic resonance Fluxmeter (Perkin-Elmer Numar
Model M2). A Field Scanning unit (Varian type B-4280A) was

used for CW measureme nts.
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F. TEMPERATURE CONTROL
A nominal 56 ohm Allen Bradley 1w carbon resistor

was used as the sensor in conjunction with a modified

Brown Amplifier (model 356413-1). The output from the

amplifier was used to drive a servo motor that in turn

drove a potentiometer. The potentiometer was used to add a
controlled amount of heat to the liquid helium bath. The
temperature control circuit is shown in Figure 32.

Roughly 5 milliwatts were required to achieve
temperature stability in helium II; but considerably more heat
was needed above the \-point, where the limited thermal
c,onductivity of the bath created a rather serious time lag
in the control loop. It was discovered near the end of the ex-
periment that the use of gaseous-rather than liquid-helium
would allow adequate cooling for the sample. Because of the
more favorable ratio of thermal conductivity to heat capacity,
the gas would probably have been far superior as a heat |

exchange medium.
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